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Big Data using Hadoop
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The term Big Data concerns with the hige volume
.\onvr\‘cs Due 1o fost development of netwarking ,daia storage and data collection
capidly expanding in all science and engineering domaing including biologizal,
( networking sites, mobile phones Jbanking
bytes of data daily, That's
senvves, manufacturing and
Telecommunie

processed using conventional metheds

ceomplex and rapidly growing  data sets with multipgls, iadageadent

capucity the concept of hiy data is now
physical acd bioma
and stock exchange sectors, sensors and $
why Big Data analysis now drives alimost cvery a

life sciences. We all have heard
ations companies, Oil companies, nnd other dat

e
v 160 3 Iond
capacity continues to enlarge, today's “big" is certainly tomorrovi's “medium™ and “small.” 15 et

best meaningful definition of “big data™ i

is when the size of the data jtself becomes part of the problern.

ical soinnossy. Sonial
cience contribute to geoductian of pety
spect like mahile servicas, retail, fiaancial
a lot about “hig data,” bus “big” i3 agtualiy a red heering

asrelevant industries have had vast datasets

} And as storage

n2zk, The

Keywords Big Data, data mining, heterogencity, autonomous sources, complex and evolviag associations

L INTRODUCTION

g in the last few vears, there has been tremendous increased in the amount of data that's available. Whether we're talking about
; tweet streamis, web server logs, records of online transactions, government data, or some other source dara. Tas problem is
not only finding data, it's figuring out what to do with the available data. And it’s not just compznies using their own dara. 6r
the data contributed by users of that company. Data mining allows users to examine the data fram masny
magnitudes or angles, sort it, and summarize the associations identified. Stricily, data mining is the proczas

correlations or patterns among dozens of fields in big relational databases. Another fundamental charcteristics
Duta is large volume of data is represented by
information collector prefers their own schemata for recording the data and also the naturs of application also resuits in
diverse representation of data. When the size of data incréases obviously the complexity and relationships undernzath the
( data.Hadoop is an open source software project that enables processing of large data sets distributed across the clusters of
b SN product servers. We're discussing data problems that are ranging from gigabytes to petabytes size of the data. At parti
point, conventional techniques for working with data run out of the stream.

a

heterogeneous and diverse dimensionzlities. This is becauss

Information platforms are somewhat like as traditional data warehouses, but different. They describe rich APls, and are
designed for exploring and considering the data rather than for traditional analysis and reporting. They allow all data formats,
with the most messy, and their schemas grow.

Lo
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Fagure T The Blind men amd the giant elephant the localized (limited) view of each blind man Iy to 2 kit concluzion

[LREQUIREMENT

, Most of the organizations that have built data platforms have establish it nhecessary 10 go further than the relational databaze
1 model. Conventional relational database systems stop being valuable at this balance, Managing shading znd replication
il across a mass of database servers is difficult and slow. The need to define a schema in advance conflict with reality of
I numerous, formless data sources, in which you may not know what’s important until zfter you've znalyzed the data
Relational databases are premeditated for uniformity, lo support complex transactions that can easily be rolled back if any
one of a composite set of operations fails.

To store vast datasets cfficiently, we’ve seen 2 new type of databases appear. These are normally calied NoSOL dztzszs
Noa-Relational databases. while neither term is very practical. Many of these databases are the legical offspring of Google
Big Table and Amazon's Dynamo, and are intended to be distributed across many rodes, to provide “ultimate u: iformity”
but not absolute consistency, and to have very flexible schema. Whereas there are two dozen or so products availasle (about
all of them open source), a few leaders have recognized themselves:

<3

HILOBJECTIVES

Dat2 is only useful if you can do something with it, and massive datasets introduces computational issues. Google
popularized the MapReduce approach, which is mainly a divide-and-conquer policy for distributing an tremendously large
problem across an very large computing cluster. In the “map” stage, a programming task is divided into 2 number of equal
subtasks, which are after that distributed dcross many processors; the halfway results are then combined by a single shrink
task. In perception, MapReduce seems like an clear solution to Google’s major trouble, creating large searches. It's so easy to
allocate a search among number of processors, and after that merge the results into a single set of answers. What's less
understandable is that MapReduce has proven that 1o be broadly valid to many large data troubles, ranging from searching to
machine learning, Architecturally, the cause you're able to deal with lots of data is because Hadoop spreads it out. And the
reason you're able to ask complicated computational question is only because you've got all of these processors, working in
parallel, harness mutually.

IV.THEME

Using data effectively requires something different from traditional statistics, where actuaries in business suits perform
arcane but fairly well-defined kinds of analysis. What differentiates data science from statistics is that data science is a
holistic approach, We're increasingly finding data in the Wild, and data scientists are involved with gathering data, mossaging
it into a tractable form,making it tell its story, and presenting that story to others.To meet the challenge of processing such
!arge data sets, Google created Map-Reduce. Google’s work and Yahoo's creation of the Hadoop MapReduce
implementation has spawned an ecosystem of big data processing tools.

A. Literature Survey

Data is cvcryw.here: your administration, your web secver, your business partners and even your body, we are finding that
almost everything can be instrumented, At "Reilly, we tormally merge publishing industry data from Nielsen BookScan
- ~——

6 ¢
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‘ ith our own snl. Sfatn, openly available Amazon datn, and even job data to sec what's happening in the publishing industry.

es like lnfocll\,%t; 5 and Factunl gives aceess to numeroug large datasets, including weather data, MySpace activity.

uce Big data” is data that becomey huge cnough that it cannot be processed using straight methods, Social

Scmobile phones, Banking sector nnd government ngencles contribute o peta bytes of data created daily.

e Toface the number of challenge of procossing such kind of huge data sels, Google invented Map Reduce, Google’s
work and Yahoo's ereation of the Hndoop MapReduce implementation hag spavined an environment of big data
processing tools,

¢ As MapReduce has grown-up in reputntion, o stack for bigg danta systenss ha
MapReduee nnd Query (SMAQ),

* SMAQ systems are pormally open source, distributed;

4 invented, comprising layces of Storage,
and ran on commodity hardware,

N,

Query

Map Reduce

A
A

Storage

| . o Figure.2. SMAQ systems

*  Cruated at Google in response to the difticulty of creating web search indcxes, the MapReduce framework is the
thrust behind most of today's big data processing.

¢ The key improvement of MapReduce is the capability to take a query over a data set, divide it, zad run it in paralie!
over many nodes.

Figure, 3. Map Reduce Technique

* Loading the data—This operation is more properly called Extract, Transform, Load (ETL) in data warchousing
language. Data should be extracted from its source, prepared to make it ready for further processing.

* MapReduce—This segment will jetrieve data from storage, process it, and transfer its results to the storage.

¢ Extracting the result—Once processing is completed, for the result to be useful to humans, it must be retrieved from
the storage and presented.

¢ Many SMAQ systems have characteristics designed to solve the operation of cach of these stages.

¢ Storage-MapReduce requires storage from which to retrive data and in which to store the obtained resulls of the
computation. The data predicted by MapReduce is not the relational data as generally used by conventional database
system. Instead, data is consumed in chunks, which are then divided among nodes and fed to the map phase as key
value pairs. This data does not sed a schema, and may be formless.
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«  Hadoop is leading open source mip reduce implementation creited by yahoo emerged in 2006 crestor is Doug
cutting.

To communicate between node in 2nd generation

architecture. HDFS is written in Java, with an HDFS cluster con : :

the file system namespace and also regulates right of entry to data by clients. An elective sec0nd

purposes also may be configured. Consecutively. HDFS has many goals. Here are some of the most ;

Fault tolerance is easy to find by detecting faults and applying rapid and automatic recovar

uses replication factor Hadoop znd |
sisting of a primary neme rnode 2 1

condary Mame P

Py 23 P
a5ter server tnal =

s far Bil ¢
CCg ior ian o

izz 2 masier- slave
3
.

t =ian
t
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|
°
o Data access via MapReduce strezming.

e Processing logic is close to the data instead of the data close to the processing Logic.

| V.BIG DATA CHARACTERISTICS: HACE THEOREM

HACE Theorem. Big Data starts with large-volume, heterogeneous, aufonomous sources with
control. and seeks to explore complex and gvelving relationships ameng data.These abovz mzatjons
an extreme challenge for taking out meaningful faces from the Big Dara. In 2 nai"ve sense, Wz ¢
number of biind men are trying to size up a giant elephant (see Fig. 1), which wili be the Big Data ia this
aim of each blind man is to construct a picture of the elephant on the basis of the pait of information colizets
process. Because each person’s view is reswicted to his local rzgion, so the blind men will cach concluds zloas
elephant ~feels” like a rope, a hose, or a wall, depending on the region each of them s limited t0. To
complex let us imagine that the elephant is growing rapidly and its pose changes constanily, and) 2acl
his own information sources that tell him about biased knowledge about the elephant (2.2, 5o one bliad man can share i
feeling about the present pose of elephant with another blind man, where the knowledge which is shared is ink
biased. Describing the Big Data in this scenario is corresponding to aggregating heferogeneous infermaticn from num
sources (blind men) to help draw a best possible picture of the elephant in a real-time position.[3]

5.1 Huge Data with Heterogenesus and Diverse Dimensionality

=41

4yi-im
Slrl

One of the fundamental charactzristics of the Big Data is the enormous volume of data is represented by heterogenecus and
varied dimensionalities. Because different information collectors prefer their own schemata or protocols for recording of the
data, different applications and their nature also results in miscellaneous data representations. The simple example is, cac
human being in a biomedical world can be represented by using simple demographic information such as gender, age, family
disease history, and so on. For X-ray and CT scan examination of each patient, images or videos are provides visual
information used for doctors to carry detailed examination that’s why images and videos are useful entity. Under such
situation, the heterogeneous features refer to the representations for the same individuals in different types, and the diverse
features refer to the variety of the features involved to represent each single observation. Imagine that ditferent organizations
or health practitioners can have their own kind of schemata to represent each individual, if we want to enable aggregation

of data by combining data from all sources then the data heterogeneity and diverse dimensionality are become maijor
challenges.[3]

[+]

-

5.2 Autonomous Sources with Distributed and Decentralized Control 67
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Aulonomo a sources with distribngted nnd decentraslized controls nace a main quality of Big Dgta applications. Reing
mlm,l,%“ N there is no any centralized conteol on it so, cacl data source can praduce and gather information without

nd relying on any ¢entralized control, This is snme as World Wide Web (W'Y setting where each web server
is independent and provides n certain amonnt of information withont necessasily depanding on other servers.The enormous
volumes of the data can also make an application more valnerable to malfunctions, if the whols sysism bas 16 be depended
only on sinple centrnhized control umit. Todnys well known social gites such as Google, Facebook, apd Walmart, has set of
large number of server fnrms which nre situnted all aver the world 1o ensure notatag ser vices and quisy responies fur local
markets. More pacticularly, the Tocal government regalgtions nlso jrpact oni the wholesale mansgsment process and it rosuit
in reorganized dataorepresentations and datn swareliouses for locul imarkets. [3]

23 Complex and Exvolving Relationehips

e

While the amount of the Big Data increnses, so thie complexity and the relationships under the data, In the sarly slage of data

Ene 33

centratized information systems, the main aim to finding best feature values to represent each obseryatian. This i 3 iy

Fhis type of

using a number of data fields, such as gende rape, income, education background, to desceibe cach individual This tyge of
representation of sample-feature inherently treats each individual as an independent entity withont considering 1heir socieral

H Coivsoadt
VO

relations, which is one of the most important factors of the human society. In real world our friend cizo

,‘,7.’?]".;

hased on the frequent hobbies or people are connected by biological dealings. Such social connections alsa are .-‘,'/ gl

aes o

ORIV CAAFRCILTants

in oy berworlds. For example, major social networking applications, such as Pacehiook or Twitter,

nlies

by socal functions such as fricnd-connections and followers (in Twitter). In the sample-faature
persaas are reparded alike if they are charing similar fuature values, whercas in the sample-fzat
representation. two persons can be hnked together even though they might share nothing in common in 1hs fzar
atall In a dynamic world. the features used 1o represent the individuals and the social 1ies I E5HS O

may also evohve with respect to sequential, spatial, and other factors. Such a ”omphc"'" ish
Big Data apphcations, where the key is to take the complex data relationships aleng with cvolvi

consideration, to find out valuable patterns from Big Data collections. 3]

Y -~ = I -
srldnoan, ir 7

VI.CONCLUSION

Real-world applications and key industrial stakeholders and initialized by rational funding a; ncics, managing and miasing
Big Data have shown 10 be a challenging yet very compsliing task.Term Big Data is accurately concems about vaiume o f da
our HACE theorem suggests the key charmiteristics of the Big Data that are. First is, Large w..“. noter
data sources,Second is autonomous datx sources with distribuied and decentralized control
evolving in data and knowledge associations. Such kind of muteal characteristics suggest tha
combine data for maximum values. To describe the concept of Big Data, we have review
model, and system levels. To support Big Data mining, high-performance powerful computing platforms are requis
impose regular designs to unleash the ful} power of the Big Data. At the daia level the autonomous information 5ot
the range of the data collection enviroaments, ofien gives result in data with complex situation, sush 4s mis5i03
certain situations, solitude concerns, noise, and errars can be introduced into the data, to wreats twinted daid copien
Developing of a secure and sound information sharing protocol is @ major challenge. At the model level, the & 1§€ 1S
to create universal models by combining nearby dxscox ered parterns to form a unifying view. This requires carst
algorithms 10 analyze model correlations between scateered sites, and combine decisicns from several souress o gaie 1 28l
madel out of the Big Data, At the system level, the important challenge is that 2 Big Data mining Habewors dosds W
consider complex relations between models, samples and data sources, along with their evolving changes wiil) tung an
other likely factors. A system needs to be watchfully designed so that formiess data can be liaked through their compound
associations to form helpful patterns, and the growth of data volumes and item relaticisiips ;u.umJ help form u,‘..:’\;i
pattcms to estimate the tendency and view. We stare Big Data as an capable style and the necessity tor Big Daia minmng
arising in all science and engineering fields. With the use of Big Data technologies we will with any luck be able 1o give th2
best part of applicable and most precise social sensing feedback to improved realize our socicty al realtimz. We can
additionally stimulate the association of the public audiences in the data building loop for community and economical eveats.
The period of Big Data has arrived.
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Abstract— There are number of  technigues  wre
researched and proposed for anonymization of dafp for
privacy preserving data mining Pata anonyrajzatjon
techniques for privacy — preserving data puhiislifig lins
got the more importance in recent year, In any lurgo
organization such as hospitals, povernment agency,
private firms there is a huge micro data is geneegipd on
daily basis so, maintaining the privacy aud Ideniify of
any eatity such like as patient, bank customer is binving
the highest priority. Anonymity is the way which the ¢an
hide anyone's identity or make it concealed. Mast
common and well known genernlizetion & buckstizailon
are the two techniques which are design for privacy
preserving micro data publishing. The previous study of
generalization shows that it loses subsequent smoutt of
data  while performing  generaiization BEOLESS.
Bucketization, on the other hund uot applicable for
preventing member ship disclosure. In this paper, we
prepased an innovative techmique callsd shicing, usiig
this we can partitions the data both horizastally as weli
as vertically. In this paper we slso shown that this
technique preserves improved dsta utiiity  than
geaeralization technique and it also support membarshin
disclosure protection,
Keywonds:- Privacy Preserving, Membership Disclosure,
Data Arorymization, Generalization Buctetization. Tuples,
sensitive aitributes ( SAS )
I INTRODUCTION

Publishing of detail data by mainiaining privacy
has been studied widely in last couple of years. Rata
anonymization is a technique that converts a clear text ingw a
non-human readable form. Most popular Privacy Preserving
techniques are generalization & bucketization. In both
methods attribute values are mainly classified into three
categorics.(i) Identifier by which we can uniquely identify
any individual such as namie or social security number.( i)
Some may be Quasi- identifier ( QI ) such as zip-code, age
and gender whose values when combined taken together
can possibly identify and individual.(iii) Some attributes are
subtle or sensitive attributes, which arc ypknown to the
opponent and considered as sensitive, like Discage and
salary. In both methods first identifiers are truncajed fiom
the data and then tuples will be partitioned into buckets,
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M EXIGTING SYATEX
From recent  stodies it s observe that  first
genceralization losses substantial amcunt of data particularly for
high dimensional data, Generalization based privacy preserving
is not suitable  for  high-dimensional  data.  To  make
genceralization more operative records belongs 1o the same
bucket must be closed to zach other wo that performing
reneralization of records does not result into zny kind of
information loss. With comparisen to buckatization, it providzs
efficient data utilization over gencralization, but it is also having
several limitations. The reason is buckeiizgtion issuzs the |
values us it is in their actual forms so zn challenger con casily
discovers whether an individual is presznt in published datz or
not.
Hi PROPOSLD SYSTES
Here we are presenting a novel datz ancaymity
ides the

technique called overlapping slicing. This technique divid

Vertical

In Vet

provided data set horizontally and veriicaily. In
partiticning mechanism by atiributes are groupad into celumn
on the basis of autributes correlation among cther aiributes. And
herizentally partitioning is performed by tupies zrouping into
bucket. And finally within each bucket each column values as
randomly, Her column linking with diffarent caluma is bren
but their association batween each column is mainizinad. The
dlgorithm of privacy preserving mainly contaias the these siep
autribute porticning column generalization asd tuple partiticain

<
5
lod
>
o~

IV VARIOUS ANONYMIZATION TECHNIO!

A, Geagrslization

Performing anonymization using generalization is one
of the basic idea. In this approach the QI values are put in place
of values that are less specific but semantically constant. So, ail
QI identifier values from one graup are generalized to the whole
cluster extent in the QID space. Ifminimum two relations in ore
group contains dissimilar values in a other column {le. cne is
having ilem and the other don’t), in this case all information
related 1o that item will get lost.. All possible items from the log
are grouped into the QID. Quasi~identifior may be present in
large number, And possible items may be in the order of
thouzands so making gencealization of thai would acquire
tremendously high infornation loss, And makes the data
unusable, To make the goneralization more aliieiont, raconds
from the same bucket myst be closo o each oiher so making
generaliztion would not result into daty lags. In ihe cose of
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dota, most datn points are huving (he
tween each other, To Inftinte g anfysis
" ic (able afler generatization, e dotn annlyat
should nssume that every valuo in genernlized set Iy eguolly
probable, So he has 1o make uniform disteibatton of all the

valucs,

B. Bucketization
In this technique wple T §s partitioned into bugket
and then non = sensitive values are et separated fiom
sensitive: atwribute values within cach bucket. Then the
resultant data consists of the permuted sensitive valies, i
simple way let us set the partitions ol bucketizotion more
formally. First of tuples are pet pattitioned into buckets
(partition the T horizontally), and  inside every  bucket
random variation are applied to the column which contain s-
valves, Afler this gencrated set of buckets 13 is published, It
iy also having some limitations Membership disclosure is
na preveated in bucketization., Because of here QI values
re peblished in their original forms so it is easy for
sdversany 1o find out whether published data contains record
for certain user or not. Second it requires clear segregation
Stween sensitive values and quassi identifiers.
C. Slicing
Slicing is a newly invented data ancaymization
technigue. This technique divides the provided dawm set
hodizontally  and  vertically. In Vestical rartitioning
mechanism by attributes are grouped into column on the
basls of attributes correlation among other attritutes. And
hodizontally panitioning is performed by twples grouping
into bucket. And finally within cach bucker esch column
valuey zre randomly. here column linking with difturent
column is braked but their association between each column
is maimainad. The algorithm of privacy preserving mainly
conzins the three steps atibute portiening  column
generalization and tuple partitioning. Slicing results into an
cfficient data wtility because grouping of highly correlated’
data awributes is done and correlations between such
awributes is maintained. So, slicing algorithm  mainly
classified into three steps.
1. Panitioning of attribute values.
2, Generalization of column.
3. Partitioned the tuples,
V SYSTEM ARCHITECTURE
A. Data Collection And Data Pubiishing
Figure 1 Describes the typical scenario for of
collecting and publishing the data, the data haldar obtyins
data from recard owners i.e. Alice and Bob as shown ip
figure. Then in the data publishing phase, the collected duta
Is forwarded 1o a data beneficiary, who will furiher perform
data mining operation on the published data.
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Figure 1 Collecting & FPubjishing iz

B Brivapy-Preserviag Data Publishing:

In this process of Privacy-Presgring Data Publicaing
(PPIIP), the data can contains the sct of siirivuies catezos
into Clear Identificr, Quasi Identificr, Senzitive Auris:
non-Sensitive Attributes. Where Explicit [intifiar i3 havi
auribute set, which individually identify any porson such os
name or social security numbzr. When the values of quassi-
identifier is taken into consideraticn combinzly it can
potentially identify and individual. Some atifibutes are may be
sensitive attributes (SAS), which are ancazmous to ihz
adversary and considered, sensitive, such as Diseasc and salary.
And Non-Sensitive Attributes contains rest of the artrisures
which does not belongs to above nicnticnzd three catzzorics.
These four set of attributes are considersd as digjointly.
Maximum studies adopt that every record in the tabla signifies 2
gissimilar record owner.
C Data Aunopymization

In this phase clear text is converied imic human nen
readable form. Data anenymizalion techniguz for BPDP s
gaining a lot much interest fiom last fow years. Migro-duia
coatains information about a household, a person, o an
organization. Most popular Privacy Preserving techaigues are
generalization & bucketization. ln both methads aitributes are
classificd into three categaries. (i) Identitizr which can uniguely
identity and individual such as name ar segial securily number.(
i) Some may be Quasi- idenijfier QL) such s zip code age
and sox whose values witen takep together can poieqtinily
identify and individual.(it) ~ Some altnidules are sepsiiive
attributes ( SAS ), which gre unknown to the adversary and
considered, sensitive, such as Discass and salary. In both
methods first, Of ull identifiers are removed from the data. The
benefit of duta anonymization is that using it we ean transfer the
information between two parties like two persons, departnents,
agencies, by overcoming threat factar uf'xmin(cnk.‘ud disvlosure,
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VI ALGORITHMS USED

Bucketization, generalization and such another

algorithms having main focus on maintaining privacy,
however they cannot prevent the attribute disclosure, So to
solve this problem slicing algorithm is used. Slicing
algorithm is mainly having three steps:

A,

.L') !J—

Attribate partitioning

Column generalization

Tuple partitioning

We will now describe these three phases.

Attribute Partitioning

As its name suggests, this algorithm makes

partiticns of attributes so, atiributes which are highly
correlated are placed into the similar coluntn. To mainiain
utility and privacy this mechanism is somewhat good in
nature. To achieve data utility, highly interrelated attiibutes
are assembled and the associations among those aliributes
are maintained. In terms of privacy, the association of
uncorrelated attributes is having higher risk of ideptification
over the highly correlated atwributes association. Because
uncorrelated attribute associations is frequent and (thus more
specific to recognize

6
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B. Calumn Gagersiizajion

Generalization of colun is not ap essential phase, it
can be helpful in sorie aspects. Tp mainloin the membayskip
djsclgsure profection column geseraiizstion is reguired. if the
value of column walye is unique in a column, then a tuple
having this unique column vajue can only bglongs te oie
matching bucket, In terms of maintaining privacy protecticn as
in the case of goneralization and bycketization where each tuple
cun only have single matching buckets. "The main trouble is that
{lie values which are unigue in columa can be identity. It would
be bencficial 1o make column generalization mechanizm to
make sure that cvery columns valic scems with at least spme
frequency. Sueond, (o accomplish the equal privacy against
attribute disclosure afler performing column jrencralization, the
size of bucket can b snabier, While colurin genzralization may

resultin data loss, sliphter bucket-sizes perit efficient utility of

data, ‘Therefore, the machanism of tuple pastitioning and column
;;uncruli/zzlion is the alternative for sash oifise

C. Tuple Murtitioning
Slicing algorithm is having (w0 22 af data strustures: i)
a queuce containing the group of buskets (O 2) and second it
contains the sliced buckets SB. Initiaiiy, O coniains a buckets
having all the tuples and 58 is cimpty. For every repelition, the
and 2 Aty A

zet Q 304 2zain Glaczs

algoritam eliminates a bucket fraim the

the bucket into two more buckets. [f the l-diversity is satisfied
by sliced table, then the algorithm places the 1wo bucksts 2t e
Pes )

lest of queue Q. Otherwise, bucket cannot be split anvmcre 2ad
the algorithm puts the buckzt into SB. When group of sucket Q
becomes empty, then we got the 5ot of computzd siiced @bl
SB is the group sliced buckets.

Vi FUTURE SCORE AMD CONCLUSIOX

The limitations of generalization and buckatization
somewhat reduced by slicing approach. Aad it 2lso maingin
efficient data utility whilz protecting against privecy relaicC
issues. Auribute disclosure and membership disclosure ©s
prevented by slicing mechanism. Slicing gives bettar resuit i
terms of efficient data utjlity over generalizaiicn and is alio
more advanced apd powerful than bucketization in werkleads
having the set of sensitive atiribute. We assume slicing where
every altribute is in just on¢ calumn. AR extension is the najion
of overlapping slicing, which duplicates an agribute i mor2
tan one column. The random graupiag is not the peries
solution to mpintain privacy. We propesed (o design moce
operative algorithin for tuple grouping. Addltional way is @
plan a dala mining tasks using the anonymed daga generated by
various Anonymizations methods. Privagy is preserve in slicing
by breaking the association between aitributes which aie highly
correlated. And veserve dalta utility by mainisining the highiy
correlated attribuie assoctation. Another important benetii ot
slicing is it can handle large and high-dimeazional amount of
data. The simple idea suggested by this work is first of ali
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Himender System for Web Services
oymg QoS Values and Physical Location
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Abstraci— Recommendation of Web service Is the
popular avea of research in the fickd of I'L. Collnhyrative
filtering (CF) is one of the populae me(hod of web service
recommendation which is hased on a Quality of Serviee],
{(QoS) parameters of he service, Web serviees are
nothing but a software component which are desiggpad (o
perform machine (o machine commupication aver the
network. The QoS of web serviee is essentinl faptor
which is taken into consideration while seleetivg Use
apprepriate web service, Previcusly a number of stidies
or methods were conducted for choosing web susvices
and making their recommendation by perioraing
collaborative filtering; here we are going to exgming
these methods with their advantages and lignitations.
And also based on this study we are proposing g uew
technique for web service recommepdation whieh is
based on past experience of user regarding GGS of web
service and their location.
Keywords: - Web Service, Service Compucing, Collaborative
Jlhering, QoS values. WWeb service recommendation, QoS
predicion. collaborative filiering, privacy preservation.
1 INTRODUCTION
Web services are sotiware components to supgort
interoperable  machine-to-machine  interaction aqver a
network. The increasing acceptance of web services in large
organization demands eflicient recommendation and
selection techniques for optimum web service amongst the
variery of available services on internet. Web services have -
been extensively employed by both individual develppers
and enterprises for building service-oriented applications.
While considering the QoS properties of Web services,
some features of web services are user independent and
having equal values for different users (c. g Availability,
price, popularity etc.)The values of the user independency of
QoS properties are typically offered by service providers ar
third-party registers (for example, UDDI). In sncligr case
some QoS features for users are reliant and have dissimilar
values for different users (for example, Invogation fuilure
rate, response time, etc.),
Clicnt-side Web service evaluation requires roal
web service calls and encounters the following drawhauks:
First, real Web service invocations enforce costs for seivice

users and utilize the resources g the service provider.
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It can-cxist on many Web service condidate analyzed
and some suitable web services in the asseasment list may not
be detected and observed by the service user.

Finally, in web service evaluation not all the uzers are expert.

However, without adequate  ¢lient-cide  2valuation,
accurate values of the user-specific OnS propertics cannot be
obtained. Web  sorviee  sefection and

. oy
recommendation are not easy 16 GCLGa RN,

Hence  optirmal
H BECUOMMERDEDL S3YETRY

Large organization and ingividupl us reguires 4
porticular system which can understand thz inieroats of uszr znd
recommend them ihe best wilizable services. %o zozording o
their functionality recommendzr systems can bz clawilizd 23
content  based filtering, collaborative  lilizzing,
models[2].Recommender systemns can help users oy selcti
most valuable items by calculaling the similasities aman
users with the help of collaborative fifiering algarits
2.1 Collshorative Filtzring Meihods

Collaborative iiltering is nothing G
of similar users, related web services and
Caollabprative filtering is generally employed in co
recommender sysiems like as Amazon.cam ang
Web services suggestion for tie user is Bz
knowledge of web service history. Therefors,
service QoS predicticn is required for service
the basis of predictad QoS values the ¢
szlection can be completed. Collabarsiive Filtering [3] waos
firstly proposed by Rich and has been extensively o
service recommendation systems.

Collaborative Filtering algorilinn uses hvo processes:

Prediction process[3][4] where a numerical value
expressing the predicted probability of web services (hat cannot
be upheld certain users. This predicted value is in the same sca!
as opinion by the same user supplied values.

Recommendation process [3] where a list of N its
that the active users like the most is recommiended. This
recofamended list has those usors wio do not alrsady have
accass to Web services, Tiis injerfice ol collghorative fiiering
algorithm Top N recommandation [13] is called Cailaberative
filtering process and is as shown in the following Gigore 1.

It is not pructical for cach user o dypamically
determine QoS values duc 1o the exclusive overhend of
invaking a huge number of sevvicas.
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“’T;:‘ g ;’ - 3 \ ,m-.‘ nmf:.f:",: ,,j "“I"HII:::;“S l“=~‘ e expeyigniial QoS data to campute the
; S Pt _“:“‘ fur QoS \:c‘?\lx)xcmtt? st or serviess and wss them futher
/ . - el - ‘M\mm‘“n"n‘ m‘-";-;‘ Fl":-ul recammandation s to
/ el oo specific user Of‘;‘x ihrl:) A o Dbl ety
f Ueer Querion. , N i esl Anadyze Top N recouinendation {10)
) J I User Queries ! echniques to carrelate the user ser vice netrix dissimilac users

E S — or services and use them (o caleculate tie recommendatjons,

—¥ . == R - BIRELATED WORY
o g 3.1 QoS aware Wb wrvipe recomingidanian

Due to the vast availability of web services en internet
N S users firstly pays their attention to QoS justead of functionality
Figure 1: Web service recommeadation process than before. Web service QoS mostly cantains non-functional
'\ To address this issue. collaba rative QoS prediction auributes such as availability, security, response time and
v has recently heen proposed. and bec omes 2 key step 10 QoS- throughput, cte. 1t has been widely uysed in web service
based  Web  semice  recommendatia [31. 4. 51 sclection [U1], [12] (Wang, Wanp ot al. 2013), service
J : pecificaliy. two types of CF zpproaches h;\" been studie composition (Feng, Ngun ctal. 2013), s qgrvu,c‘ TL\O'\\IH‘&‘I\(L‘.XIOII
{ ac QoS prediction of Web senices [5] in recent literature. (Cao. \‘\u et ll _\)b\, Jiang, Liu et al. 2001} wid atheyr populac
There are two types of collaborative £ ltering aleorithms: topics in the ficld of S\r\‘u‘w (‘.‘ajmpmmg. In this section, we
( ’ 2.1.1 Model-Based Collaborative Fiitering present the related work ol eflicient Qod-uware Web sorvice

: ' P F 2) recommendation.
On the hasis of ratings of dataset a models is built [13] recommendatior

in this technique. In other words. we take out some useful

nation Irom the dataset. end consider that madel to
L PR ,E-—vw
3 A

& 2;13

make recommendations [§] without using the whole dataset

every time. With the help of this approach aags can

abhility.

potentially offers advanta nocd and sca
With the help of mode

enderstand the collection of QoS, a maodel which is then

hased algorithms we can leam and

wsed for QoS predictums Maodel-based CFoalgorithms

:r::: l[[n]“\\\i.l_*l" \< - “::\ ' (6] ‘.,\\{HIJ, Flgure 2: Wed Qervice Qa8 Predician .
predefined model by stedying previous Qua parameters, and By studying user-bused combingiion aad item-bused
R —— moddd can be used (o prodict the unknown CUH‘.«'tN)‘rull\c lilcring 4mq.hml Web  sorvice QoS value
QaS values. To address the QS prediction problem matrix p.-cd_:cuun can be done. Thejr u.ppmuclyl‘ tIn{m nnl‘r\:qul-rc. Web
fsctorization (7] is one of the most popular model-based CF service cul!q and help by analyzing Qfm Inlm'mmmn. of similur
sodosnd. Katriv Tstoriilon users Service users discover spproprisie Wab services. 1y its
Web service [12] evalugtions i paper ropmts, to reduce the
eliect of Web service calls to the real wob sorvices, they
selected only one uperation fram a web service moke for
evaluations and use the power of thls oporaiion to the
performance by presenting the Wab servige,
3.2, Web service recommendation bhased o loeation sware

Qos:

Qos Database

appraaches that were 1int 1
model 7] treats the problom well spansely und generlly
achieved better performance than neighborhood-based
( approaches. Iypical  examplen include  user-based
approaches (e.g.. UPCC [8]) that leverage the QoS
information of similur users for prediction.
2.1.2 Memory Based Collaborative Filiering
In  memory-based  algorithms  approach  the
collaborative filtering is perform by considesing  ihe
complete database. As described by Breese et. al [8, It finds
the users thase who are similar to active user (i.e. the users
we want to make predictions for) and it uses their
preferences 1o forecast ratings for the current user. For
making predictions memory-based algorithins uses the daty
(users, services and QoS duta)stored in memory. They cap
be categorized in to nearest neighbor alperithins and top-N
recommendation algorithms. This type of model for CF

éo ) C"” ﬁ
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Existing approaches fuil because of Qo8 dlasrepangy
according  location  of user 10 copsider;  ond  Tormer
recommender systems are all black boxes offers only partiel
information about the p.n’llnm.inr\: of the service candidatos.
Thus X. Chen, 7. Zheng, ¥, Lin, Z. Huang, H, aad Sun (13},
[13] preposed designed a novel goligborative [ivring algosithi
for large-seale Web service vesominendation op lacgtion aware
QuS. It firstly combines the meniory-based and modol-Lased
and CI alporithms for Web spevice recarnmondation, So (his
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g the re il
§ We recommeandation ACCurgicness

‘ sfimproved ag compared 1o previous
) 1on ~algc.\rithms. Second, they ciegte a
: : nterface to browse the reco’mr :L‘d

\\‘cb‘ SCTVICES, which allows a better undcrs'andin;w']'le'd
Ser\"ltc‘pcrl(\l‘l’T\&nCC. This algorithm uses ll;c poL: \O'I'l ‘“_
(:}os of usc.rs indistinct regjons clustering, Bncl»c’li‘x‘rl) 1‘0f
feature region a refined nearest ncighl\:\r ;:Ié:)"'t'(,n i
proposed to generate QoS forceasts, e

Sthod clearly sh
time compley

The .concluding service recommendations are on a
map by putting the underlyving structure of QoS spece t
show and help uwsers who endations.
Similarly, they

aceept  recommendations.
, ~also change existing service similarity
mezswrement of collabarative fliering which is used by

A~

senvice location information hased on a hybrid collaborative

Tleamin

:;.._. ing twechnology. Missing QoS values are find alfler
finding similar users and services.
3.3. Web Service Recommendation Sethods Bassd on
Personalized Collaborative Filtering

There were number of techniques are availablz for
selecting web senvices and recommendation on the basis ef
collzborative filtering. but not often do they take into
coount personal influence of users and services. Thereiors
Y. Jing J. Liu. Tang, X. Liu [14] proposed a technique of
personalized  recommendation  cffective
filtering for Web senice. A major picce of this method is

Hagis

ondlzhorative

the computation of the measure of the similarity of web
cenvizes. Unlike the Pearson correlation coeflicient (PCC)
lariny measure, they consider the individual impact of
services where among users and the individual impact of the
measere of calculated likencss of services. On the basis of

measure of web services. they bulld up a custom

similann

hatrid eflicient collaborative titering technology (HICP)

for integrating algarithm based on custom user and custom
algorithm based item. Similarly. L. Shao. J. Zhang. Y. Wi,
J. Znao, B. Xie and Mei H. being aware of difterent
experiences of consumers QoS. they strike a calluboraiive
approach to filtering based on mining matching Jdecision and

forecasting of consumer experiences.
IV FRAMEWORK OF QOS-AWARE WEB SERVICE
RECOMMENDATION

The basic proposal of this schenie is that, thie uasrs
those who are closely located with each other are moge
likely 10 have similar service experience than those who live
far away from each other. Here we are employing the idea
of user-collaboration in our web service recommender
system,Our rccommendation technique is designed as &
two-phase process which is based on the collecied QoS
records. In the first step user are grouped according to their
physical location and previous experience of web service
QoS. In the sccond step, we scarch for similpr users [or the
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agtive user and make QoS prediction for the unused services.
Aund finally service with best predisid QoS will be
recomniended 1o active user.

4.1, Location Inforwagilop Revrosaniatian, Acquisitisn and
Prucopssing

In this section we are going to djscuss how to
represent, acquire, and process location ipfannation of service
users and web service which leaves an essential base for
employing - location-aware  Web  sorvice recommendation
method.

4.1.1, Location Repyesentation:

User's location can be represented as a {IP Address].
[Country), [IP No.J, [AS]. [Latitude], (Longitudel. Nermally, a
country has miny ASs and an AS is within one country only.
Ass is connected with cach other and interact is composed of
difterent number off Ass.

However, it is not always trug that users leggted in the
same AS are always geographically closs, and viee versa.
Therefore, it possible that even if two users are lacated in the
same city, they may sezm to be at different ABs. So this is the
main reason behind cheosing AS instead of cther geogmphic
positicns instead of latitude and longitude for representing
user’s locatien.

4.1.2. Laoation Information:

Within the phase of acquisition we can fzich the
location information of bath Web services and service users.
By using user’s [P address it is possible to obwin his fuil
Jocation information, the things which we only needs are only
to identify both the AS and the country in which he is located
based on IP address. There e number of services end
databases are presented for this purpose (e.g. the Who is iookup
service2). In this work, we accomplished the IP 1o AS mapping
and IP 1o country mapping using the GeaLite Auronomaus
System Number.

413, Shultarity  Cowmputation  and  Similar Neighhar
Selection

Here we have defined notations for the canvenience of
describing our method end algarithins. For compuiing similurity
between both users and Web services we implemented weighted
PCC algorithm, which takes personal QoS characteristics  into
consideration. Finally, author has discussed incorparating
locations of both users and Web services into the similar
neighbor selection,

4.1.4, Slniiiar Meighbgi Selectimie

This section is a very impoitant stop of €F. In
canventional type of user-based CF, the Top-N similar ngighbar
selection algorithm is used always . 1t selects the first N users as
neighbors those who are most similar to the active user.
Similarly, the Top-N similar neighbor selection alporithm can
be uselul to select top N Web services that are most similar to
the web service for which we want to find recommendation.
Old-fashioned Top-N algorithms ipnure this probicin and still
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Boftop N most ones. Because of (he regulting
. no% ac'lually similar (o the target yser
: ‘“"3' this will degrade the prediction accuracy,
_ e, ]ca'\'mg those neighbors (rom the top N similar
neighbor set is betier if the similarity is not preater than
zero. Secondly. as previously mentioned, Web service 1nsern
may happen (o notice similar Qo$ patameters on a fow Wel
services.By taking location-relatedness of Wely service QoS
into consideration 5], authors have combined the user's
location and Web serviees into similar neighbor selection,
4.2 User-Based QoS Value Prediction:

Authors oflered o user-based location-aware CIF
method, named as ULACE. Traditional user-bused  CF
methads usually adopted for finding value predictions. This
oquation, however. may be incorrect fior Web service QoS
value pradiction. Web serviee QoS factors such us response
time =nd throughput are the obiective parameters and thoir
values are not constant, Theretore, predicting QoS values
hasad on the average QoS values perceived by the active
user is not sutlicient which gives faulty result, Intuitively,
given two users that have the same estimated similarity
zroe to the target user, the user who is nearer to the target

deg
user shoald be placed more confidence in QoS prediction
than the other.

V CONCLUSION

The association of the various QoS properties is
impoctant for  the  achievement  of webh  service
recommendation. Due to the increasing demand of Web
senvices and the latency of dynamic service selection and
integration, some service providers now provide paraliel
semvices. QoS is one of the modified factor to differentiate
funczionally similar Web services. The basic idga behind
this work is to predict web service QoS valyes and
recommend the best web service 10 active user best on past
QoS records of web service. In this work we combine
prediction results generated from user rcgion and service
region which gives better results than existing technitues.
We also nogiced that combination result is much batter than
the result from cither one method of prediction from user
region or the one generated from service region. Our future
work includes the correlation between different QoS
properties and detecting the users those who are contain
inaccurate QoS information.
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